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Abstract. A bidirectional transformation is a pair of transformations
satisfying certain well-behavedness properties: one maps source data into
view data, and the other translates changes on the view back to the source.
However, when multiple views share a source, an update on one view
may affect the others, making it hard to maintain correspondence while
preserving the user’s update, especially when multiple views are changed
at once. Ensuring these properties within a compositional framework
is even more challenging. In this paper, we propose partial-state lenses,
which allow source and view states to be partially specified to precisely
represent the user’s update intentions. These intentions are partially or-
dered, providing clear semantics for merging intentions of updates coming
from multiple views and a refined notion of update preservation compati-
ble with this merging. We formalize partial-state lenses, together with
partial-specifiedness-aware well-behavedness that supports compositional
reasoning and ensures update preservation. In addition, we demonstrate
the utility of the proposed system through examples.

1 Introduction

Bidirectional transformations provide mechanisms to propagate updates between
multiple data representations by translating changes in the transformed result
back to the original form. This allows for synchronization across various data struc-
tures and has numerous applications, including classical view updating [4,7,16,21],
co-development of printers and parsers [32,36,52,57,58], spreadsheets that support
edits to the computed formula results [10,28,51], reflexive test case generators
that can recover choices from a generated value [15], live programming [38,55,56],
and model synchronization in model-driven engineering [46,53,54].

Despite their usefulness, developing bidirectional transformations requires
effort because programmers must be aware of behavior in both directions. More-
over, such transformations are often expected to satisfy certain properties to
be considered “bidirectional”. Accordingly, many programming languages and
frameworks have been proposed to facilitate them [5, 6, 12, 13, 14, 18, 19, 23, 24, 26,
30,33,34,35,37,40,48,49,50]. Among these systems, the most prominent is the
lens framework [12,13].

In the lens framework, a bidirectional transformation—or lens—consists of
two functions: get ∈ S → V maps a source state s ∈ S to its view state get s ∈ V ,
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and put ∈ S × V → S combines s and an updated view v′ to return an updated
source, put (s, v′). Since get is not always injective, put requires the original
source s to reconstruct the information lost during the get transformation. A lens,
a get/put pair, is called well-behaved (“bidirectional”) if it satisfies the following
two properties.3

put (s, v′) = s′ =⇒ get s′ = v′ (consistency)
get s = v =⇒ put (s, v) = s (acceptability)

Intuitively, consistency requires that any updates to the view are preserved
by put-then-get . On the other hand, acceptability ensures that if there is no
update to the view, then there is no update to the source. The lens framework
is outstanding for its compositional, correct-by-construction approach, allowing
programmers to build complex, well-behaved lenses by composing simpler ones
and language designers to extend the system without breaking the guarantee.

Since their first appearance, lenses have been extended in various ways, but
several research challenges remain. One key problem is the handling of multiple
views. When multiple views share the same source, and a user updates one of
them, we expect the other views to be adjusted accordingly while preserving the
original change in the view that was directly modified. However, allowing this
behavior breaks traditional well-behavedness properties, particularly consistency.
Specifically, the view state v′ that a user provides may differ from the final state
get (put (s, v′)) after synchronization, because an update (involved in v′) to one
view will be propagated to the other view via the shared source. More generally,
when multiple views are updated simultaneously, these updates are merged and
propagated through the source, meaning no single updated view is guaranteed to
remain unchanged. The technical challenges are: (1) characterizations of update
preservation (for consistency) and of no update (for acceptability), and (2) an
appropriate compositional notion of well-behavedness based on the characteri-
zations. To the best of our knowledge, existing approaches either rely on global
(non-compositional) properties or adopt weaker properties without update preser-
vation. For example, Hu et al. [24] and Mu et al. [40] propose the duplication lens
to support multiple views with the desired behavior, but they abandon the preser-
vation of updates (consistency). As a remedy, Hidaka et al. [18] propose a weaker
consistency property called WPutGet, where the modified and final views can
differ, but both must result in the same update to the original source; this neither
preserves the very update the user provided, nor is it compositional. As far as we
are aware, using existing generalizations/extensions to lenses does not resolve this
issue. Many of them (e.g., [1,2,11,19,20]) require the updated view to be identical
to the view of the updated source, which is too strong to accommodate the above
behavior of multiple views. Some categorical generalizations [8,44] assume a form
of the PutPut law [13], which intuitively states that put must preserve update
composition. However, in the literature of view updating, this law is considered
too strong to permit practical transformations (see, e.g., [13, 25]).
3 We use the terminology used in Bancilhon and Spyratos [4]. Foster et al. [12, 13]

called the acceptability and consistency laws GetPut and PutGet, respectively.
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To specify whether an update is preserved in the presence of multiple views
sharing a source, we need a clear notion to represent the intentions underlying the
user’s updates. Consider the simplest situation where a source is simply copied
into two views. For example, if the source state is 5, the corresponding view is
(5, 5). Suppose that this view is changed to (7, 5). If the user’s intention is just
to change the first view from 5 to 7, without caring about the second, we can
safely propagate the update to obtain the updated source 7 whose view is (7, 7),
where the user’s intention is preserved. In contrast, if the user’s intention is to
change the pair of views to (7, 5), there is no way to propagate the change to the
source while preserving the user’s intention. However, if we represent the updated
state as (7, 5), the intention is ambiguous. In general, we can have simultaneous
updates on multiple views with independent intentions. In such cases, we try to
merge these intentions into one.

This observation naturally suggests representing these update intentions by
using partial orders, where comparing two update intentions u1 ≤ u2 means that
u1 is subsumed by, or preserved in u2. For example, in the previous example,
we can define Ω ≤ n for any n, where Ω represents an unspecified number, and
(7, Ω) ≤ (7, 7) indicates that the intention of updating only the first copy to 7 is
preserved in the view (7, 7). Additionally, partial orders provide a natural notion
of merging two update intentions: the least upper bound or the join (∨). The
join operator is partial in general, but this partiality is rather desirable to model
conflicting updates: recall that, if we intend to update one copy of a source to 7
and another to 5, no source update can reflect these conflicting intentions.

A similar idea appears in conflict-free replicated datatypes (CRDTs) [45],
which are used to synchronize distributed replicas that are updated in an inde-
pendent and concurrent manner without coordination. In state-based CRDTs,
replica states form a join-semilattice, where the (∨) operator is used to merge
updates. As long as updates make states greater than or equal to the original
states, the commutative, associative, and idempotent properties of the join guar-
antee that every replica reaches a consistent state without rollbacks. Sending
out whole states appears impractical, but it is known that it suffices to send
delta states u, where an update is described as s ∨ u [3]. Although requiring join-
semilattices and monotonic updates is too strong for our purposes in general, this
connection suggests two advantages of handling partially ordered domains. First,
our bidirectional transformations can now handle CRDTs to enlarge potential
applications. Second, we can borrow some ideas from concrete CRDTs to design
update intentions for concrete bidirectional transformation examples.

Equipped with partial orders to represent update intentions, a remaining
challenge is to establish an appropriate notion of ordering-aware well-behavedness
that is suitable for compositional reasoning. The well-behavedness should be
independent of concrete representations of partially-specified states, to support
both simple partially-specified states that just allow complete unspecifiedness
and partially-specified states tailored to concrete datatypes like CRDTs.

In this paper, we propose a novel bidirectional transformation framework,
which we call partial-state lenses. Its key feature lies in lenses that can operate
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on partially-ordered update intentions, which we call partially-specified states.
Leveraging the partial ordering, our framework provides compositional well-
behavedness that guarantees preservation of updates across multiple views sharing
a source, independently of concrete representations of partially-specified states.
Specifically, we make the following contributions.

– We illustrate our key idea with a concrete scenario (Sect. 2). After motivating
the source-sharing problem with it, we observe a limitation of classical lenses:
the lack of a domain capable of expressing the user’s intent, namely, the
intent of what an update should finally result in. We then demonstrate how
having partially-specified states addresses this issue.

– We formalize the partial-state lens framework, which incorporates compo-
sitional well-behavedness concerning partial specifiedness (Sect. 3). This is
the first lens framework that achieves all of: (1) view-to-view update prop-
agation in multiple views via a shared source, (2) guaranteed preservation
of user’s updates, (3) compositional reasoning, and (4) interoperability with
the classical lens framework [12,13].

– We demonstrate the utility of the proposed framework by revisiting the
scenario and informal solution from Sect. 2, showing how our framework can
model the scenario through the composition of concrete lenses (Sect. 4).

– We give a recipe to encode updates into partially-specified states, demon-
strating that partial-state lenses are hybrids of state-based systems and
operation-based systems [2,11,20] (Sect. 5).

Finally, we discuss related work (Sect. 6) and conclude the paper (Sect. 7). Proofs
of key claims, as well as additional statements and discussions, are provided in
the extended version [31]. We also provide mechanized proofs in Agda4 and a
prototype implementation in Haskell.5

2 Motivating Scenario: Shared-Source Problem

In this section, we will provide an overview of our approach using a motivating
example.

2.1 A Motivating Scenario

Consider managing tasks (to-dos) using two views: one (ongoing) for all ongoing
tasks and the other (today) for all tasks due today. We assume that these tasks
may be updated individually, maybe because the views correspond to different
panes in the same application or because these tasks are shared with others.
This example models a situation where bidirectional transformations are used to
extract (and transform) data for application components to manage. Such an

4 https://github.com/kztk-m/ps-lenses-agda
5 https://github.com/kztk-m/ps-lenses-hs

https://github.com/kztk-m/ps-lenses-agda
https://github.com/kztk-m/ps-lenses-hs
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ID Done Name Due
001 False Buy milk Apr 2
002 True Walk dog Apr 1
003 False Jog Apr 1

ID Done Name Due
001 False Buy milk Apr 2
002 True Walk dog Apr 1
003 False Jog Apr 1

ID Done Name Due
001 False Buy milk Apr 2
002 True Walk dog Apr 1
003 False Jog Apr 1

ID Done Name Due
001 False Buy milk Apr 2
003 False Jog Apr 1

ID Done Name Due
002 True Walk dog Apr 1
003 False Jog Apr 1

dup filter¬Done

filterApr1

Fig. 1: Forward (get) behavior of composition of lenses dup and
filter¬Done/filterApr1

application is a common introductory example in Web application programming.6
We could go further to extract smaller pieces of data for smaller components
(such as a task name for a text box), which would be preferable, but for simplicity
here we consider these two, coarser-grained views.

stl =

 ID Done Name Due
001 False Buy milk Apr 2
002 True Walk dog Apr 1
003 False Jog Apr 1


vog =

(
ID Done Name Due
001 False Buy milk Apr 2
003 False Jog Apr 1

)

vdt =

(
ID Done Name Due
002 True Walk dog Apr 1
003 False Jog Apr 1

)

For example, for the set stl of whole tasks
on the right, its corresponding views are vog
and vdt (assuming today is Apr 1). (We use
table-like notations solely for readability; we
do not make any assumptions on their actual
representations at this point.)

Then, we consider connecting the source
with the two views by bidirectional transfor-
mations. Suppose that the connections from
the whole source to these views are given by
filter¬Done and filterApr1. Instead of considering them individually, we can bundle
them by using the duplication lens [24,40]. The entire transformation is hence
given as a composition of dup and filter¬Done/filterApr1, whose forward behavior
is depicted in Fig. 1. In the forward direction, dup simply copies the source, so
that lenses to be composed can work on their copies. In the backward direction,
dup merges updates on the copies—we leave the concrete definition for now,
as how to provide a suitable one for compositional reasoning is a subject of
discussion in this section. Theoretically, dup enables us to focus on a single lens
instead of considering interactions among lenses. Practically, thanks to the inter-
nalization, we can introduce sharing dynamically in the transformation, allowing
us to compose lenses involving sharing. A dup-like operation is particularly useful
in giving a compositional semantics to (non-linear) bidirectional programming
languages [18,37].

2.2 Issues

v′og =

 ID Done Name Due
001 False Buy milk Apr 2
003 False Jog Apr 1
004 False Buy egg Apr 1

Consider adding a new task “Buy egg” to
the ongoing view, as v′og on the right. After
propagating this update by the backward
6 See, for example, https://todomvc.com/, though with different views.

https://todomvc.com/
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transformation (put) and by the subsequent
forward transformation (get), the added tuple is expected to appear in the original
source and the today view as follows:

s′tl =


ID Done Name Due
001 False Buy milk Apr 2
002 True Walk dog Apr 1
003 False Jog Apr 1
004 False Buy egg Apr 1

 v′dt =

 ID Done Name Due
002 True Walk dog Apr 1
003 False Jog Apr 1
004 False Buy egg Apr 1

 .

To achieve this behavior, the backward behavior of dup must take (s′tl, stl)
in addition to the original source stl to return s′tl. Existing dup lenses achieve
this by detecting which copies are updated by comparing them with the original
source [24] or by marking explicitly which view is updated [40]. However, this
approach has two issues. First, this particular behavior violates the consistency
property [4, 13] presented in Sect. 1, which states preservation of updates; we
updated the views to (v′og, vdt) but finally obtained (v′og, v

′
dt) after put-then-get .

To the best of our knowledge, no notion of update preservation exists that is
compositional and allows such view-to-view update propagation via a shared
source. Second, the approach does not scale to cases where two views are updated
simultaneously. Simultaneous updating introduces a further difficulty: even when
focusing on a single view, the consistency property no longer holds in general. Even
without simultaneous updating, stating the consistency by focusing on a single
view is unsatisfactory because it complicates the reasoning: we need to perform
aliasing analysis to prevent copies from being mixed up in transformations, as
otherwise we cannot project “a view” from the final result.

2.3 Approach: Partial-State Lenses

The above issues stem from the fact that mere states are not expressive enough
to represent the user’s intentions. For example, if we can state that what is
changed in the views (v′og, vdt) is the insertion of the task ID 004 to the first
view, we can state the update preservation as the inserted task is present after
the synchronized state (v′og, v

′
dt). To state update preservation, such intentions

must be compared, and to support simultaneous updating, they must come with
a merge operation. This suggests that such intentions must be partially-ordered.

We call these intentions partially-specified states and allow our lenses to handle
them in addition to ordinary proper states. One may think that partially-specified
states are hybrids of states and updates (also called deltas [11], edits [20] or
operations [39,45]). Like updates, they can express finer intentions—for example,
distinguishing an insertion of a single task from the entire state change—while,
as states, they allow update preservation to be stated simply by comparing them
using the partial order. A similar idea has been adopted in delta-state CRDTs [3],
which are also partially-ordered and mix advantages of deltas and states, where
the merge operation is guaranteed to be total—this is not the case for us as
it is too strong for our purposes. Unlike CRDTs, where distributed replicas
are updated asynchronously without coordination, the execution of put is often
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coordinated and synchronous, which makes failing a feasible option, compared
with silent resolution of competing updates.

Let us go back to the motivating example in Sect. 2.1. Leaving the formal
definition of partially-specified states used for this example to Sect. 4, here we
will illustrate its intuitive behavior for partially-specified states. When a user
adds a task with ID 004 “Buy egg” due Apr 1 to the ongoing view and leaves
the today view, if the user’s intention underlying the update is to keep the
added task in the ongoing view, the intention is expressed as the pair (wog, Ω)
with

wog =

(
ID Done Name Due δ

004 False Buy egg Apr 1 +

)
.

Here, for visual simplicity, we represent (strictly) partially-specified states as tables
with an extra field δ for update marks. The (+) mark indicates the intention that
the corresponding tuple must be present; i.e., it requests upsertion of the marked
tuples. We also have the (−) mark that indicates that the corresponding tuple
must not be present; (−)-marked tuples only hold IDs because the information is
sufficient for deletion. Formally, these intentions are modeled by ordering between
a partially-specified state and a proper state. Strictly partially-specified states
are ordered by the subset inclusion, and the least element is denoted by Ω,7
which corresponds to the empty table and intuitively means “anything”.

The backward behaviors of filter¬Done and filterApr1 simply pass wog and
Ω through. They are then merged by dup using ∨ as wog ∨ Ω = wog; recall
that Ω is the least element, which is the unit of ∨. This result indicates that
the (+)-marked task in wog should be inserted into stl (which results in s′tl) to
accommodate the view update (wog, Ω).

We may end the backward transformation here, assuming some external
process to reflect wog into stl, by leveraging the update aspect of a partially-
specified state wog. Instead, similarly to dup that internalizes the source sharing,
we also internalize this updating process as a lens in our framework. This not
only simplifies our formalization but also enables a compositional design of such
update reflection. Specifically, we use a lens called a ps-initiator whose get embeds
proper states into partially-specified states and whose put (tries to) reflect a
partially-specified state into the original proper state, implementing the semantics
of a partially-specified state as an update. Let us write init tasks for a particular
ps-initiator for this example, whose put is designed to take, for example, (stl, wog)
to return s′tl. In general, its put for (s, w) updates or inserts tasks marked (+)
in w into s, depending on whether a task with the same ID already exists in s
(i.e., its put upserts the tasks marked (+) in w into s), and then deletes tasks
marked by (−). This behavior of the put of init tasks respects the above-mentioned
meaning of partially-specified states; formally, its put is defined so that w ≤ s′

holds for s′ with put (s, w) = s′—in particular, wog ≤ s′tl. Now the source is
updated to s′tl. The views of s′tl are (v′og, v

′
dt). We have wog ≤ v′og for the reason

we have explained earlier, and Ω ≤ v′dt as Ω is the least element. Then, we have

7 To avoid confusion with ⊥ often used to denote undefinedness of a partial function,
we use Ω to denote the least element (if exists) in partially-specified states.
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ID Done Name Due
001 False Buy milk Apr 2
003 False Stretch Apr 1
004 False Buy egg Apr 1

ID Done Name Due δ

002 −
003 False Stretch Apr 1 +
004 False Buy egg Apr 1 +

ID Done Name Due δ

004 False Buy egg Apr 1 +

ID Done Name Due δ

002 −
003 False Stretch Apr 1 +

ID Done Name Due δ

004 False Buy egg Apr 1 +

ID Done Name Due δ

002 −
003 False Stretch Apr 1 +

inittasks

dup filter¬Done

filterApr1

(a) Backward (put), reusing original sources from Fig. 1; all involved lenses are lawful.

ID Done Name Due
001 False Buy milk Apr 2
003 False Stretch Apr 1
004 False Buy egg Apr 1

ID Done Name Due
001 False Buy milk Apr 2
003 False Stretch Apr 1
004 False Buy egg Apr 1

ID Done Name Due
001 False Buy milk Apr 2
003 False Stretch Apr 1
004 False Buy egg Apr 1

ID Done Name Due
001 False Buy milk Apr 2
003 False Stretch Apr 1
004 False Buy egg Apr 1

ID Done Name Due
001 False Buy milk Apr 2
003 False Stretch Apr 1
004 False Buy egg Apr 1

ID Done Name Due
003 False Stretch Apr 1
004 False Buy egg Apr 1

inittasks

dup filter¬Done

filterApr1

(b) Forward (get) after the Backward Execution (put) in Fig. 2a

Fig. 2: Composition of partial-state lenses dup and filter¬Done/filterApr1 for si-
multaneous updates

(wog, Ω) ≤ (v′og, v
′
dt) by point-wise ordering, stating that the update intention

(wog, Ω) is in fact preserved.
This approach extends easily to simultaneous updates. Suppose that the user

also deletes the task with ID 002 and changes the name of the task with ID
003 to “Stretch” on the today view, simultaneously with the update wog on
the ongoing view. Suppose also that the underlying intention of the update is
exactly the deletion and the task name change. Then, we can represent the user’s
intention as (wog, wdt) with

wdt =

(
ID Done Name Due δ

002 −
003 False Stretch Apr 1 +

)
.

Again, the backward behaviors of filter¬Done and filterApr1 do nothing interesting
and return (wog, wdt) intact. Then, the put of dup merges the two updates as:

wmerged = wog ∨ wdt =

ID Done Name Due δ

002 −
003 False Stretch Apr 1 +
004 False Buy egg Apr 1 +


After that, the put of init tasks reflects wmerged into stl, which results in:

s′′tl =

ID Done Name Due
001 False Buy milk Apr 2
003 False Stretch Apr 1
004 False Buy egg Apr 1


Accordingly, by the forward transformation, the views are changed to:

v′′og =

ID Done Name Due
001 False Buy milk Apr 2
003 False Stretch Apr 1
004 False Buy egg Apr 1

 v′′dt =

(
ID Done Name Due
003 False Stretch Apr 1
004 False Buy egg Apr 1

)

This backward and forward behavior is depicted in Fig. 2. Observe again that
wog and wdt are preserved in v′′og and v′′dt, respectively.
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2.4 Additional Advantage: Fine-Grained Descriptions of Updates

As we mentioned earlier, a partially-specified state lies in between a (proper)
state and an update. This dual aspect allows our state-based framework to enjoy
some advantages of operation-based systems [2,11,20,39]. Our put can distinguish
updates that have the same net effect on states, because partially-specified states
can convey information that is not visible from proper states.

Recall that the motivating example models the extraction of data managed in a
to-do management application. Thus, it is desirable if the views support operations
such as task insertion, task renaming, task completion and task postponing.
However, this is known to be difficult in purely state-based systems. For example,
in a state-based system like classical lenses [13], we cannot distinguish task
completions from task deletions for the ongoing view as their net effect on states
is the same; both completion and deletion will remove the task from the ongoing
view. Similarly, for the today view, we cannot distinguish task postponing from
task deletions for the same reason. The need to distinguish such updates is a key
motivation for operation-based systems [11,20,39], where put transforms updates
(or operations) rather than states.

ID Done Name Due δ

001 −
003 True Jog Apr 1 ✓

Fig. 3: A partially-specified state
involving completion and deletion

ID Done Name Due
002 True Walk dog Apr 1
003 True Jog Apr 1

Fig. 4: The update source corre-
sponding to the update in Fig. 3

Partially-specified states can also tackle
this particular challenge by extending
partially-specified states. For the ongoing
view, or the view of filter¬Done, we consider
the mark (✓) in addition, which intuitively
requires completion of the tasks, but in the
view of filter¬Done, where every task is on-
going, they can only result in removal of
the marked tasks. An example of our new
partially-specified state is shown in Fig. 3.
The put behavior of filter¬Done converts (✓)-
marks to (+)-marks, reflecting the intention
of the (✓) mark; recall that the (+) mark
indicates upsertion. The behavior of init tasks and dup is unchanged. For example,
for the original source stl and the updated view in Fig. 3, the put of init tasks
returns the tasks in Fig. 4, where the task with 001 is deleted and the one
with 003 is completed. Similarly, for the today view, we consider the mark (P),
which intuitively means postponing; the mark does not convey the information
of postponing days, as it is carried in the task itself. Similarly to the (✓) case,
(P)-marked tuples specify that the marked tuples will not be presented in the
view of filterApr1. Again, in the put execution, filterApr1 converts (P) to (+),
requesting postponing.

A caveat is that, when we compare such partially-specified states with proper
states, we cannot escape from the gap in expressiveness of user’s intention between
them. For example, on the view of filter¬Done, we cannot distinguish deletions
and completions via proper states as no completed tasks are allowed on the view.
This means, on that view, w ≤ t for a completion intention w and a proper
state t where the task to be completed in w is not present. This is intrinsic: the
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difference between completion and deletion in the view of filter¬Done cannot be
expressed in proper states. However, this does not directly mean our lenses can
garble such intentions. We prevent this by design: we allow partially-specified
states also in get , which comes with other benefits (Sect. 2.5).

2.5 Partially-Specified States in get

In Sect. 2.3, we primarily focused on how put makes use of partially-specified
states, as demonstrated in Fig. 2a. The get direction becomes relevant when dis-
cussing compositional reasoning of well-behavedness, which concerns statements
about the behavior of put-then-get and get-then-put .

Since the main purpose of partially-specified states is to improve put ’s behavior
in handling multiple views, it is natural to ask why we care about them in get .
This design has both theoretical and practical benefits.

Simplicity is one of the most apparent theoretical benefits. If get operates only
on proper states and put propagates only partially-specified states, the original
and updated states would belong to different domains, as get ∈ S → V and
put ∈ S × P → Q similarly to update-update lenses [2], where P and Q are sets
of partially-specified states corresponding to the sets S and V of proper states,
respectively. This, however, complicates well-behavedness (round-tripping) as we
cannot pass the put results directly to get and vice versa. We may need ways to
connect S to P and V to Q, and lenses must preserve such connections as well.

This simplicity leads to a benefit that is both theoretical and practical:
reusability. Our lenses follow classical lenses [12, 13] computationally: in our
framework, a lens between S and V is a pair of transformations get ∈ S → V and
put ∈ S × V → S operating on the same domains (we shall ignore partiality of
these transformations for now). The only difference is that we consider partially-
specified states and partial ordering in S and V when reasoning about well-
behavedness of lenses. Thanks to this design, we can reuse many lenses and
lens combinators from the existing literature, though with the proof obligation
of our version of well-behavedness. Lens composition is such an example. In a
special case, a well-behaved lens in the classical lens framework [12,13] is also
a well-behaved lens in our framework. Another benefit is that we can reuse
existing lens representations for our lenses. For example, we can tuple [9, 22]
the transformations to bundle common computations for the source in get and
put [47]. We might also use van Laarhoven lenses [27, 41] as used in the lens
library in Haskell, or profunctor optics [43].

The strength of the guarantee is another important benefit. If we restrict get
to work only on proper states, the update preservation can only be stated by
comparing partially-specified states with proper states, and hence struggles to
reject lenses that garble finer intentions that can only be represented in partially-
specified states, such as one that replaces (✓)-marked tuples with (−)-marked
ones in put . If get of such a lens works also on partially-specified states, especially
for those that the put returns, we can find that the put fails to preserve the user’s
intention by comparing the updated view and the view of the updated source.
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Another practical benefit of partially-specified states in get is allowing com-
peting updates on multiple views with certain precedence; in this case, our
lenses will handle (delta-state [3]) CRDTs [45], which are, roughly speaking,
partially-ordered states among which ∨ is total (i.e., put of dup never fails).

In exchange for these advantages, our framework requires programmers to
define get for partially-specified states. This would not be overly burdensome, as
we define put (s, v) to return a partially-specified state with the knowledge that
the information is sufficient for get to return a meaningful result for v.

3 Lenses for Partially-Specified States

In this section, as the main contribution of this paper, we describe our proposed
lens framework, partial-state lenses (ps-lenses, for short), that can handle unspec-
ified states like vog and vdt in Sect. 2. The key point of our formalization is that it
supports compositional reasoning, similarly to the original lens framework [12,13].

3.1 Preliminaries: Classical Lenses

We begin by reviewing the classical lens framework [12,13], on which our frame-
work is based. As mentioned in Sect. 2.5, the main difference lies in the laws
and structures on domains. In this paper, we consider partial functions between
sets, rather than complete partial orders (CPOs) for simplicity and because put
can fail for various reasons, such as conflicting updates on copies. Although this
in effect rules out general recursions and allows only terminating functions, we
believe that our discussions could be extended to CPOs straightforwardly.

A (partial) (asymmetric) classical lens ℓ between a “source” set S and a “view”
set V is a pair of partial functions get ∈ S → V and put ∈ (S×V ) ⇀ S. Here, we
used ⇀ to emphasize that put can be partial, while we assume the totality of get
for simplicity. We write Lens S V for the set of all lenses ℓ = (get , put) between
S and V , and get ℓ and put ℓ for their first and second components. Intuitively,
get ℓ ∈ S → V accesses a view from a source s; and put ℓ ∈ (S × V ) ⇀ S
propagates a view update, which changes get ℓ s to some v′, into a source update,
which in turn changes s to put ℓ (s, v′). Since put may be partial, the update
propagation may fail.

Not all lenses are reasonable ones. The following laws establish the bidirec-
tionality of lenses [4, 13, 16]. To provide a basis for our later discussions, we
accompany these with informal properties (P) that they ensure, which we will
aim to achieve for partial-state lenses.

∀s, s′ ∈ S, ∀v′ ∈ V. put ℓ (s, v′) = s′ =⇒ get ℓ s′ = v′ (consistency)
“Updates to the source’s view are preserved in the updated source.” (P1)

∀s ∈ S,∀v ∈ V. get ℓ s = v =⇒ put ℓ (s, v) = s (acceptability)
“No updates to the source’s view means no updates to the source.” (P2)

Intuitively, the consistency property, also known as PutGet [13], states that
the updated source s′ (that put returns) correctly reflects the updated view v′
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(that put takes) in the sense that its view (that we get) matches with v′. The
acceptability property, also known as GetPut [13], states that, if there is no
update on the view (that we get), there is no update (resulting from put) on the
source. The two round-tripping properties are collectively called well-behavedness,
and lenses satisfying them are called well-behaved. Sometimes, an additional law
called PutPut [13] is considered, which intuitively states that put preserves
compositions of updates. We ignore the law, as it is generally considered too
strong [13,25] for state-based systems; we revisit this law in Sect. 6.

The acceptability implies an important property, stability, which is called
PutGetPut in the literature [40].

∀s0, s ∈ S,∀v ∈ V. put ℓ (s0, v) = s =⇒ put ℓ (s, get ℓ s) = s (stability)
“One round-trip leads to a stable source and view” (P3)

When put ℓ (s0, v) succeeds, resulting in an updated source s, and then we extract
its view with get ℓ s, the resulting pair (s, get ℓ s) is in a stable state: any further
get or put with them has no effect. In other words, one round-trip—put then
get—is enough to synchronize the two.

3.2 Domains: Partially-Ordered Sets with Identical Updates

As mentioned in Sects. 1 and 2, we use partially-ordered sets (posets, for short)
for states, which are called partially-specified states and come with the notion
of update preservation defined by the partial ordering ≤. We also assume that
our domains (source/view spaces) are equipped with a set of identical updates Is
relative to s in order to state our law(s) corresponding to acceptability.

Definition 1. A domain P = (S,≤, I ), which we call an i-poset, is a triple where
(P,≤) is a poset and I ⊆ S × S is a reflexive subset of (≤).

For P = (S,≤, I ), we write |P | for S and write Is for {s′ | (s′, s) ∈ I }. The
intuition behind the requirement I ⊆ (≤) is that s ≤ s′, which means that s
is less specified than s′, can also be regarded as s representing no update with
respect to s′; conceptually, I is a sub-partial-order of ≤ that compares identical
updates. We do not require the transitivity of I just because we do not use the
property in our formal development. The difference between the two relations
matters when a partially-specified state represents more than a set of possible
proper states. When P has the least element Ω (or P is lower-bounded), we also
assume that Ω ∈ Is for any s, meaning that the update that specifies nothing
can work as an identical update to any state.

Simple examples of i-posets include discrete posets where (≤) = (=), which
also implies I = (=), and posets obtained by adding the distinct least element
to a discrete poset, where the least element Ω represents “anything”. When
partially-specified states just represent sets of possible proper states, an i-poset
(2S , (⊇), (⊇)) obtained from the power set of a given set S of proper states provides
maximum flexibility. One may exclude ∅, which represents the ill-specification,
from the state space in favor of failures of put . The join (∩) becomes partial,
then. In these simple examples, I is the same as ≤, but the difference between
the two becomes evident in non-trivial examples like below.
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Example 1 (Delimiting Identical Updates). Often, a partially-specified state
assumes a certain condition on its original (proper) state. In such a case, the dif-
ference between ≤ and I matters. To illustrate this, consider key-value mappings
represented as partial functions in K ⇀ V for a key set K and a value set V .
Consider partially-specified states that represent deletion requests of mappings,
which are naturally represented by a subset D of K. We can easily merge two
deletion requests by the set union, and whether a deletion D is reflected in f is
formalized in D ∩ dom(f) = ∅.

There are some possibilities for this domain to permit both proper state
f and partially-specified state D. A choice is P1 = ((K ⇀ V ) ⊎ 2K , (≤), (≤)),
where (≤) is the smallest reflexive relation that includes (D,D′) with D ⊆ D′

and (D, f) with D ∩ dom(f) = ∅. However, since P1 permits too many “identical
updates”, such as K (which intuitively means “delete everything”) for f = ∅, it is
difficult or complicated to define lawful (well-behaved in the sense of Definition 4)
lenses, which must preserve identical updates (ps-acceptability). A more practical
choice is P2 = ((K ⇀ V ) ⊎ 2K , (≤), I ), where I is the smallest reflexive relation
that includes (D,D′) with D ⊆ D′ and (D, f) with D = ∅, ruling out deleting
non-existing IDs in If . ⊓⊔

We can even encode updates [2, 11, 20, 39] as partially-specified states by
pairing them with their starting points. See Sect. 5.1 for the details.

Since there is a variety of domains as we have seen, our formalization is
designed to be independent of any concrete representation of partially-specified
states: the only assumption on the domains (sets of source and view states) is that
they form i-posets. (In contrast, some concrete primitive lenses and combinators,
such as those illustrated in Sect. 2, require concrete i-poset or impose further
assumptions to ensure functionality and/or well-behavedness.) One might then
wonder why we do not define their actions on proper states like updates. We do,
but instead of integrating this into the definition of our domains, we internalize
it using certain primitive lenses called ps-initiators (Sect. 3.7).

3.3 (Lawless) Partial-State Lenses

Recall that the primary goal of this paper is to give a formal treatment of lenses
that handle partially-specified data. Now that we have formalized (possibly-)partially-
specified data, we are ready to define (lawless-versions of) partial-state lenses.

Definition 2 ((Lawless) Partial-State Lenses). For i-posets P and Q, a
partial-state lens (ps-lens) ℓ between P and Q is a pair of functions get : |P | → |Q|
and put : |P | × |Q| ⇀ |P |. ⊓⊔

We write Lens≤ P Q for the set of partial-state lenses ℓ = (get , put) between P
and Q, and get ℓ and put ℓ for their first and second components. Definition 2
suggests that, without laws, partial-state lenses are no different from the classical
lenses [13]. In what follows, we sometimes simply call ps lenses “lenses” unless
confusion arises; they indeed are lawless lenses.

We show some examples of partial-state lenses (which indeed are lawful).
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Example 2 (Identity Lens). Our simplest lens is the identity lens idL ∈ Lens≤ P P ,
defined as: get idL s = s and put idL ( , v) = v. ⊓⊔

Example 3 (Constant Lenses). Sometimes, a part of a view data is determined
regardless of a source, such as element names in XML views. The constant lens
constLa ∈ Lens≤ P Q for lower-bounded P (i.e., having the least element Ω) with
a ∈ |Q| is a useful building block for such a situation.

get constLa = a put constLa ( , v) = Ω if v ∈ Ia

Here, v ∈ Ia instead of v = a is intentional, and is required for the lens to be
lawful; intuitively, this ensures that it works when composed with lenses that
have a similar behavior to constant lenses. This lens is interesting for two reasons.
First, its put is purposely partial (unless |Q| = {a}). Second, by returning the
least element Ω, it explicitly states that the source can be anything. ⊓⊔

The next partial-state lens is more involved, and assumes an additional
structure on an i-poset for it to be well-behaved.

Definition 3 (Duplicable). We call an i-poset P duplicable if it has a designated
partial operator ⊕ ∈ |P | × |P | ⇀ |P | (called the merge operator for P ) satisfying
both of the following conditions: x⊕ y = z implies x ∨ y = z, and for any x, y
and z, if x ∈ Iz and y ∈ Iz, then x⊕ y ∈ Iz holds. ⊓⊔

That is, ⊕ soundly computes joins, and must be total and closed (and thus
must coincide with ∨) for identical updates to a fixed state. It follows that ⊕
is also idempotent. A sufficient condition for duplicability is that ⊕ is complete
((⊕) = (∨)), and associative, in the sense that x ⊕ (y ⊕ z) and (x ⊕ y) ⊕ z
coincide also in their definedness as well as their outcomes. For simple i-posets,
this condition is easy to meet, but is often laborious or difficult to establish for
tailored ones. The duplicability is preserved by the basic constructions of i-posets,
such as P ×Q, P +Q, and PΩ (the i-poset obtained from P by adding a new
least element Ω ̸∈ |P |), assuming point-wise operations for ≤, I , and ⊕.

Example 4. Our duplication lens dup ∈ Lens≤ P (P × P ) for duplicable P is
defined as:

get dup s = (s, s) put dup
(

, (s1, s2)
)
= s1 ⊕ s2

Here, the view data is simply a pair of source data. The get is trivial, returning a
view that contains two identical copies of the original source. For put , we replace
the source with the join of two (possibly) updated copies; the informal idea is
that, by joining partially-specified states, their intentions, such as addition or
deletion of particular tasks as seen in Sect. 2.3, are merged into a unified one.
For example with P = {1, 2}Ω × {1, 2}Ω = {(Ω,Ω), (1, Ω), (Ω, 2), (1, 2)}, with
the point-wise ordering induced from Ω ≤ 1, 2, meaning that Ω is a “no-op” for
the corresponding component, and with the merge operator (⊕) = (∨) for which
Ω is the unit, we have put dup

(
s, (1, Ω), (Ω, 2)

)
= (1, Ω)⊕ (Ω, 2) = (1, 2).

⊓⊔
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Finally, we can also define the composition ℓ1 # ℓ2 of two partial-state lenses
ℓ1 : Lens≤ P Q and ℓ2 : Lens≤ Q R in the standard manner [13] as below:

get (ℓ1 # ℓ2) a = get ℓ2 (get ℓ1 a)
put (ℓ1 # ℓ2) (a, c′) = put ℓ1

(
a, put ℓ2 (get ℓ1 a, c′)

) a b c

a′ b′ c′

get ℓ1 get ℓ2

put ℓ1 put ℓ2

The composition is associative and has the identity idL in Example 2.

3.4 Laws: Partial-State Consistency and Acceptability

Now, we focus on the laws for partial-state lenses. We first adapt consistency and
acceptability [4,13] of classical lenses into the setting of partial-state lenses, while
keeping their direct informal intentions (P1 and P2). We will leave stability (P3)
for the moment; as we will see soon, P1 and P2’s extensions do not guarantee P3
in our setting, and we require an additional property.

Partial-State Consistency We first focus on consistency (P1)as it is directly
related to the lens dup that plays a central role in our motivating example.

Recall that dup introduces the source sharing, which causes the violation
of consistency due to merging of updates on the copies. For example, we have
put dup (s, ((1, Ω), (Ω, 2))) = (1, 2) for any s and the view ((1, 2), (1, 2)) of the
updated source is different from either of the updated views (1, Ω) and (Ω, 2). As
mentioned in Sect. 2.3, we use ≤ to state update preservation: put ℓ (s, v′) = s′

must imply v′ ≤ get ℓ s′, meaning that the update intention in the updated view
v′ is preserved in the view get ℓ s′ of the updated source. To make the property
compositional, we ensure v′ ≤ get ℓ s′′ for any s′′ with s′ ≤ s′′, ensuring that
ℓ can be precomposed with lenses of the same kind. In summary, partial-state
consistency for ℓ ∈ Lens≤ P Q is formalized as follows, satisfying P1.

∀s, s′ ∈ |P |,∀v′ ∈ |Q|. put ℓ (s, v′) ≤ s′ =⇒ v′ ≤ get ℓ s′ (ps-consistency)

Partial-State Acceptability Then, we adapt acceptability (P2).It is true that
the original version is compositional and leads to the stability as requested, but
it is too strong for our purpose for the following two reasons.

– We prefer put to return the smallest possible results, so that further merging
by ∨ is more likely to succeed. (This is not true for a general poset but typically
holds for our domains.) An extreme example is constL42 in Example 3, where
put constL42 (s0, 42) = Ω, saying that the lens does not contain the updated
source at all and any merge with Ω always succeeds as Ω ∨ s = s ∨Ω = s.

– The original law hampers natural behavior of a lens as an update translator.
Recall that, the put of the filter lens filter¬Done in Sect. 2.3 passes insertion
requests, i.e., (+)-marked tuples, on the view into the source intact. This
seemingly innocuous behavior violates the original law, because the original
source may contain update requests which are not representable on the view,
such as insertion requests of completed tasks. Its get or put must filter out
or reject such updates for update preservation.
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Thus, we adapt the original acceptability law to these behaviors. Following
the informal requirement P2, which says that no-update, or identical updates,
are preserved by put , we give partial-state acceptability as follows.

∀s ∈ |P |, ∀v ∈ |Q|. v ∈ Iget ℓ s =⇒ put ℓ (s, v) ∈ Is (ps-acceptability)

The original version corresponds to the case where I is equality (=), or equivalently
Is = {s} for any s, on both domains.

Partial-State Weak Well-Behavedness So far, we have obtained partial-state
versions of consistency and acceptability, which are the standard round-tripping
properties used in this literature [4,13,16]. We collectively call the two properties
weak well-behavedness. We call it “weak” because it does not cover stability, which
we will recover in Sect. 3.5 by adding a law. Although it is “weak”, when (≤)
is (=), which implies I is also (=) as it is a reflexive subset of (≤), the weak
well-behavedness coincides with the original well-behavedness. In this sense, the
weak well-behavedness is a clean generalization of the original.

We state the following two properties of weakly well-behaved ps lenses.

Lemma 1. Both ps-acceptability and ps-consistency are closed under the lens
composition. ⊓⊔

Lemma 2. For a weakly well-behaved ps-lens ℓ, get ℓ is monotone. ⊓⊔

Unlike get , our put is not necessarily monotone in either argument. Typically,
ps-initiators are not monotone in the second argument, as they often try to keep
the original source information as much as possible. For example, for init tasks in
Sect. 2, observe that put init tasks (stl, Ω) = stl while put init tasks (stl, wmerged) =
s′′tl with stl ̸≤ s′′tl. We also have a lens whose put is not monotone in the first
argument; however, we have found no practical reason to have such lenses—they
are allowed just because our requirements (laws) are minimal.

3.5 Additional Law: Partial-State Stability

Now we have laws ps-acceptability and ps-consistency that satisfy properties
P2 and P1, respectively. Our next goal is to find a law that adapts stability to
achieve P3, while also supporting compositional reasoning. The stability law is
important. It says that one round-trip—updating the source with put , and then
acquiring its view with get—captures the entire update process needed to reach
a stable state (s, get ℓ s): any further get or put on the pair has no effect.

Issue: Non-Stability As noted earlier, weak well-behavedness alone does not
guarantee stability. The acceptability property implies stability, but, in our
case, we only have a weaker form of acceptability, which makes stability an
issue. The challenge for partial-state lenses is that, put may result in a partially-
specified state, like with the lens constL42. By using ps-acceptability, we have
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put ℓ (s, get ℓ s) ∈ Is, which implies put ℓ (s, get ℓ s) ≤ s, but it can happen that
put ℓ (s, get ℓ s) < s. Although constL42 happens to be stable,the underlying
behavior—that put can return a smaller state than its original source—can be
exploited to make unstable lenses, as illustrated below.

Example 5 (Unstable Lens). Let 1 be the singleton i-poset whose only element is
( ) and N be the set {0, 1, 2, . . . } where i ≤ j if and only if i ≤ j, and I = (≤).8
Intuitively, an element n ∈ N represents a precedence of updates (without
payload). Consider a lens bad : Lens≤ N 1 defined as:

get bad = ( ) put bad (s, ( )) =

{
0 if s = 0

k if s = k + 1

Since put bad (n, ( )) with non-zero n results in n− 1, an n-fold application of
put bad (−, ( )) is needed for n to reach a fixed point 0, failing to fulfill P3.

Regardless, the lens bad still satisfies both ps-acceptability and ps-consistency;
the former reduces to put bad (s, ( )) ∈ Is, which is obvious, and the latter is
trivial as the only possible view is the unit value ( ). Hence, weak well-behavedness
is not enough to rule out this undesirable lens. ⊓⊔

Remark. If the final source is discrete—having only concrete states, which is often
desirable—stability already holds. This is because (≤) = I = (=) in a discrete
domain, and thus ps-acceptability ensures put ℓ (s′, get ℓ s′) = s′. However, the
put of an unstable lens may not always provide a “definitive answer”, demonstrated
by Example 5 where performing multiple round-trips can gradually refine the
source. Thus, for the composition of unstable lenses, while the overall put could
fail, extra local round-trips might lead to success in propagating updates. We
also note that, as mentioned in Sect. 2.5, having strictly partially-specified states
in the final source is useful when a lens is supposed to accept any simultaneous
updates on multiple views by using CRDTs [3,45].

Partial-State Stability Thus, we need an additional property for P3. The issue
with directly enforcing the stability law is that it conflicts with compositional
reasoning, a core principle underlying lenses as an approach to bidirectional trans-
formations. It is known that stability by itself is not closed under composition (see
Matsuda et al. [34, Appendix B]).

Since ps-acceptability already ensures put ℓ (s′, get ℓ s′) ∈ Is′ , which im-
plies put ℓ (s′, get ℓ s′) ≤ s′, it suffices to enforce s′ ≤ put ℓ (s′, get ℓ s′) to
entail stability. To enforce this compositionally, assuming ps-consistency and
ps-acceptability, we require the following law.

∀s0, s, s′, s′′ ∈ |P |.∀v, v′′ ∈ |Q|.(
(put ℓ (s0, v) = s ≤ s′) ∧ (v ≤ v′′ ∈ Iget ℓ s′) ∧ (put ℓ (s′, v′′) = s′′)

)
=⇒ s ≤ s′′ (ps-stability)

8 Hence, N is the set of natural numbers with the standard ordering. We do not use N
here, as 1 and 2 in N are incompatible in specifiedness in the usual sense.
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s′ v′

∃s′′ v′′

s v

≤

I I

≤

≤

≤

This law may be easier to understand with the diagram
on the right, where the concluded parts are colored
red, and the parts derived from ps-acceptability and
ps-consistency are colored blue. Here, we write s for
put ℓ (s0, v) and v′ for get ℓ s′. We place greater elements
in upper rows to highlight ordering among elements. (We omit s0 as it is irrelevant
for the ordering, and denote the omitted inputs by dotted lines in the diagram.)

The law is designed to be preserved under composition. The conditions s ≤ s′

and v′′ ∈ Iget ℓ s′ (rather than s = s′ and v′′ = get ℓ s′) mirror the designs of
ps-consistency and ps-acceptability. In contrast, the condition v ≤ v′′, which is
enforced by the composition, is crucial to make the law practical; otherwise, even
idL ∈ Lens≤ P P in Example 2 does not satisfy the property for general P (e.g.,
take s0 = Ω, v = 1, s′ = s = 1, and v′′ = Ω to get s′′ = Ω). The definedness of
put ℓ (s′, v′′) appears as a requirement instead of a conclusion of the law, which
does not make a difference as it is implied by ps-acceptability.

Lemma 3. For ℓ1 and ℓ2 that satisfy all of ps-acceptability, ps-consistency, and
ps-stability, ℓ1 # ℓ2 also satisfies ps-stability.

Proof. Consider the diagram on the right.
a′ b′ c′

a′′ b′′ c′′

a b c

get ℓ1 get ℓ2

put ℓ1

I

put ℓ2

I

≤

put ℓ1

≤ ≤

≤
put ℓ2

≤

This diagram illustrates the execution of
put (ℓ1 # ℓ2) (a0, c) = a, get (ℓ1 # ℓ2) a′ = c′,
and put (ℓ1 # ℓ2) (a′, c′′) = a′′, with a ≤ a′

and c ≤ c′′ ≤ c′. Here, we use thick red
arrows for the parts to be concluded.

We have b ≤ b′ by the ps-consistency of ℓ1 and a ≤ a′. Then, we use the
ps-stability of ℓ2 to obtain b ≤ b′′. We also have b′′ ∈ Ib′ by the ps-acceptability
of ℓ2 and c′′ ≤ c′. Then, we have a ≤ a′′, as required, by the ps-stability of ℓ1.⊓⊔

Lemma 4. If a partial-state lens ℓ satisfies all of ps-acceptability, ps-consistency,
and ps-stability, it also satisfies stability.

Proof (Sketch). We use ps-stability with s′ = s and v′′ = get ℓ s to have
s ≤ s′′, where ps-consistency ensures v ≤ get ℓ s and acceptability ensures that
s′′ = put ℓ (s, get ℓ s) is defined, with satisfying s′′ ∈ Is, which implies s′′ ≤ s.
Then, we have s = s′′ = put ℓ (s, get ℓ s) by antisymmetry. ⊓⊔

Now, we are ready to define well-behavedness of partial-state lenses.

Definition 4 (Well-Behavedness of Partial-state Lenses). A partial-state
lens ℓ is well-behaved if it is weakly well-behaved and satisfies ps-stability. ⊓⊔

In other words, a well-behaved partial-state lens satisfies ps-acceptability, ps-
consistency and ps-stability.

Theorem 1. The well-behavedness is closed under composition. That is, ℓ1 # ℓ2
is well-behaved when ℓ2 and ℓ1 are. ⊓⊔
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When P of ℓ ∈ Lens≤ P Q is discrete (i.e., (≤) = I = (=)), ps-stability
is implied by ps-acceptability; in this case, well-behavedness and weak well-
behavedness coincide. When Q is discrete in addition, our (weak) well-behavedness
coincides with the classical well-behavedness, showing that our formalization is a
clean extension of the classical lens framework.

Lemma 5. For ℓ ∈ Lens≤ P Q with discrete P , ℓ is weakly well-behaved if and
only if it is well-behaved. ⊓⊔

Lemma 6. A classical lens ℓ ∈ Lens A B is well-behaved if and only if ℓ ∈
Lens≤ (A,=,=) (B,=,=) is well-behaved as a ps-lens. ⊓⊔

3.6 Examples of Well-Behaved Partial-State Lenses

Then, we show some examples of the well-behaved partial-state lenses.

Example 6 (Identity Lens). The identity lens idL ∈ Lens≤ P P in Example 2 is
well-behaved for any i-poset P . ⊓⊔

Example 7 (Constant Lens). The constant lens constLa ∈ Lens≤ P Q for lower-
bounded P in Example 3 is well-behaved. ⊓⊔

Example 8 (Duplication Lens). The duplication lens δ ∈ Lens≤ P (P × P ) in
Example 4 is well-behaved if P is duplicable. Its well-behavedness follows from
the properties of ⊕ (and ∨): ps-acceptability holds because ⊕ is total and closed
for identical updates to a fixed state, ps-consistency holds because ⊕ soundly
implements ∨, and ps-stability holds because the sound behavior of ⊕ and the
join is monotone. ⊓⊔

Nonexample 9. The lens bad in Example 5 is not well-behaved as it violates
ps-stability. Take s0 = 2 for which s = put bad (s0, ( )) = 1, and take s′ = s,
then we have put bad (s′, ( )) = put bad (1, ( )) = 0 ̸≥ 1 = s = s′, violating the
property. ⊓⊔

Example 10 (Untagging). Many primitive lenses that we so far have seen do not
use their first arguments in put . Of course, this is not always the case. The
following lens unTagS ∈ Lens≤ (P + P ) P is such an example.

get unTagS (InL s1) = s1
get unTagS (InR s2) = s2

put unTagS (InL ) s = InL s
put unTagS (InR ) s = InR s

Observe that its put determines the tag only by using the source information;
this is why the lens is called unTagS . The lens unTagS is well-behaved.

The lens unTagS serves as a building block of conditional branching. Due to
space limitation, we omit the concrete definitions, but the idea is: we examine a
condition by using a lens Lens≤ S (A+B), perform computation on each case
by lenses Lens≤ A C and Lens≤ B C to obtain C + C, and then finally erase the
tag by unTagS . This behavior corresponds to ccond in the classical lens [13]. ⊓⊔
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3.7 Relating Partial-Ordering and Updates: Ps-Initiators

We give the formal definition of ps-initiators. Although they are no different
from other lenses in our framework, their general form illustrates the relationship
among partially-specified states, proper states, updates, and partial orders.

As mentioned informally in Sect. 2.3, the definitions of ps-initiators init ∈
Lens≤ S P with S ⊆ P for a discrete S share the same pattern: get init s = s
and put init (s, v) = v · s. Namely, its get embeds proper states S in (possibly)
partially-specified states P , and its put implements the semantics of partially-
specified states as updates via (·) ∈ P → S ⇀ S. Since S is discrete, for init to
be well-behaved, it suffices to satisfy ps-acceptability and ps-consistency, which
reduce to the following two properties:

∀v ∈ |P |, s ∈ |S|. v ∈ Is =⇒ v · s = s (u-acceptability)
∀v ∈ |P |, s, s′ ∈ |S|. v · s = s′ =⇒ v ≤ s′ (u-consistency)

Intuitively, v ∈ Is means that v represents no update with respect to s—this
is what u-acceptability ensures. The u-consistency property states that the
application v · s of an update v to a state s must, if it succeeds, preserve the
intention given as v.

4 Scenario Revisited: Formal Implementation

We are now ready to revisit the example from Sect. 2 and formalize the solution
that was presented informally. We first define the version corresponding to the
example in Sect. 2.3 (Sects. 4.1–4.3), and then extend it for the finer-grained
updates presented in Sect. 2.4 (Sect. 4.5).

Before defining concrete domains (Tasks, DT) involved in the transformation,
we first present its overall structure as below.

Lens≤ Tasks (DT× DT) ∋ ℓtask = init tasks # dup # (filter¬Done × filterApr1)

The above involves the following lenses and lens combinators (as well as #).

dup ∈ Lens≤ P (P×P ) (×) ∈ Lens≤ P1 Q1 → Lens≤ P2 Q2 → Lens≤ (P1×P2) (Q1×Q2)

inittasks ∈ Lens≤ Tasks DT filter¬Done ∈ Lens≤ DT DT filterApr1 ∈ Lens≤ DT DT

Here, P is an arbitrary duplicable i-poset, and P1, P2, Q1, and Q2 are arbitrary
i-posets. Among them, we have already seen the definition of the duplication
lens in Sect. 3 and confirmed its well-behavedness. In what follows, after defining
the domains involved, we will show concrete definitions of init tasks, filter¬Done,
filterApr1, and (×), and confirm that the lenses (init tasks and the filters) are
well-behaved and that the lens combinator (×) preserves well-behavedness.

4.1 Domains

Roughly speaking, Tasks is a discrete poset of proper states, and DT additionally
allows addition and deletion updates. For simplicity, we use these names to
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denote both the i-posets and their underlying sets. Their definitions are similar
to Example 1, but now we consider additions as well as deletions. We treat
t ∈ Tasks as a partial function, i.e., Tasks ≜ ID ⇀ (Bool× String×Date). Strictly
partially-specified states have the form of (A,D) with A ∈ Tasks and D ⊆ ID,
with the restriction of Disj(D,dom(A)). Here, we write Disj(S, T ) to mean that
S and T are disjoint, i.e., S∩T = ∅. Intuitively, (A,D) constrains that A must be
present and D must not be present; Disj(D,dom(A)) ensures feasibility. Formally,
we define DT ≜ Tasks ∪ {(A,D) ∈ Tasks × 2ID | Disj(D,dom(A))}, with the
following ordering and identical updates (obvious reflexivity rules are omitted).

A ⊆ A′ D ⊆ D′

(A,D) ≤ (A′, D′)

A ⊆ t Disj(D, dom(t))

(A,D) ≤ t

A ⊆ A′ D ⊆ D′

(A,D) ∈ I(A′,D′)

A ⊆ t

(A, ∅) ∈ It

We define its merge operator ⊕ as below.

t⊕ t = t t⊕ (A,D) = (A,D)⊕ t = t if (A,D) ≤ t
(A,D)⊕ (A′, D′) = (A ∪A′, D ∪D′) if (A ∪A′) ∈ Tasks ∧Disj(D ∪D′,dom(A ∪A′))

The condition in the last line says that (A∪A′, D∪D′) is a valid partially-specified
state in DT. This ⊕ soundly implements the join in DT, and is total and closed
for Ix for any x, which entails that DT is duplicable. Actually, the construction of
≤, I , and ⊕ here is an instance of the general recipe (Sect. 5.1) and the conditions
for duplicability are easy to enforce (Lemma 7). This design of i-poset is inspired
by the 2P-Set CRDT [45], which uses a pair (A,D) to represent the set A \D.

An example of DT’s element is wmerged in Sect. 2.3, where we used marks (+)
or (−) in tables instead of using pairs (A,D). The partially-specified states wog

and wdt are also elements in DT.

4.2 Ps-Initiator: inittasks

The ps-initiator init tasks connects proper states in Tasks and partially-specified
states in DT. We give it as an instance of a general form discussed in Sect. 3.7.
Since we have defined its source and view domains (Tasks and DT), the re-
maining task is an appropriate definition of (·) that satisfies u-acceptability
and u-consistency. This is straightforward: we define it as t′ · = t′ and
(A,D) · t = {(k 7→ v) ∈ (t◁A) | k ̸∈ D}. Here, t◁A upserts A into t. Formally,
(t◁A)(k) is defined as A(k) if k ∈ dom(A) and otherwise as t(k). For example,
we have wog · stl = s′tl and wmerged · stl = s′′tl.

The order of upsertion and deletion above does not matter as we required
Disj(D,dom(A)). Requiring this is a design choice: without this requirement,
more partially-specified states can be merged, but the notion of preservation of
updates is weakened. Without it, we need to give precedence for A or D, which
makes the non-precedent one a soft constraint (as it may be overwritten).

4.3 Filter Lenses

Next, we give the definition of filter¬Done ∈ Lens≤ DT DT. We shall omit the one
for filterApr1 as it is similar. In the forward direction, the lens filter¬Done simply
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filters ongoing tasks.

get filter¬Done s =

{
tOG if s = t ∈ Tasks

(AOG, D) if s = (A,D)

Here, given t ∈ Tasks, we write tOG for a mapping obtained by collecting all
ongoing tasks in t, i.e., tOG = {(k 7→ v) ∈ t | v = (False, , )}. In the backward
direction, if the updated view is a proper state, it must return a proper state.
Otherwise, the successive backward execution could add more tasks to violate the
update preservation. Specifically, it upserts t′ into the original filtered-out tasks. If
the updated view is a partially-specified state, it just returns the partially-specified
state intact regardless of the source s.

put filter¬Done (s, v) =

{
(t \ tOG)◁ t′ if v = t′ ∈ TasksOG ∧ s = t ∈ Tasks

(A,D) if v = (A,D) ∧A ∈ TasksOG

We write TasksOG for a set of partially-specified states that consists only of
ongoing tasks, i.e., {t ∈ Tasks | ∀k, t(k) = (False, , )}. This put returns the
updated view intact if it is a strictly partially-specified state. An intuition behind
this behavior is that a strictly partially-specified state represents update requests
and addition/removal requests on the filtered result can be translated into those
on the original tasks.

This lens passes D intact regardless of whether they are on ongoing tasks or
not. This is safe, in the sense that the lens is well-behaved. For ps-consistency,
this only matters when we prove (A,D) ≤ get filter¬Done t = tOG from
put filter¬Done (s, (A,D)) = (A,D) ≤ t. Even when D contains removal requests
for completed tasks, we still have (A,D) ≤ tOG (provided that A ∈ TasksOG,
which is ensured by the put ’s guard). Notice that, by tOG ⊆ t, Disj(D,dom(t))
implies Disj(D,dom(tOG)). Recall that D constrains that tasks with the IDs will
not be present—it is allowed that more tasks will not be present (as long as A is
contained). For ps-acceptability, there is no such concern as (A,D) ∈ It simply
enforces D to be the empty set.

4.4 Lens Combinator ×

The definition of × is no different from the one appearing in the literature [42].
Let ℓ1 ∈ Lens≤ P1 Q1 and ℓ2 ∈ Lens≤ P2 Q2 be lenses. Then, we define the lens
(ℓ1 × ℓ2) ∈ Lens≤ (P1 ×P2) (Q1 ×Q2), which applies ℓ1/ℓ2 to each component of
the pair in parallel, as below.

get (ℓ1 × ℓ2) (s1, s2) = (get ℓ1 s1, get ℓ2 s2)
put (ℓ1 × ℓ2) ((s1, s2), (v1, v2)) = (put ℓ1 (s1, v1), put ℓ2 (s2, v2))

Thanks to the point-wise ordering, the combinator × preserves well-behavedness.

4.5 Elaborated Domains for Finer-Grained Updates

Sect. 2.4 mentioned that we can support finer-grained update descriptions (strictly
partially-specified states) u1, u2 that specify the same possible results, i.e., the
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set of partially-specified states t with u ≤ t is the same for u = u1, u2. The
ability to treat such partially-specified states differently is one of the strengths
of operation-based systems [2, 11,20, 39]. Here we show that such control is also
possible in our system. This is achieved by modifying the filter lenses in ℓtask.

Domains A natural approach is to make filter¬Done/filterApr1 convert comple-
tion/postponing requests to addition requests. To make this possible, we use
separate domains for filter results: DTOG and DTDT, which support completion
and postponing requests, respectively. Let us focus on DTOG as the definition of
DTDT is similar. We define ∆OG as a set of triples (A,C,D) where A,C ∈ Tasks
are sets of tasks, and D ⊆ ID is a set of IDs, satisfying the following conditions:
A(k) = (False, , ) for all k ∈ dom(A), C(k) = (True, , ) for all k ∈ dom(C),
and dom(A), dom(C) and D are pairwise disjoint. Intuitively, the first two con-
ditions say that A is an addition request for visible tasks in the view and C is
for invisible tasks. The third condition asserts the feasibility. Then, we define
DTOG ≜ ∆OG with the following ≤ and I .

A ⊆ A′ C ⊆ C′ D ⊆ D′

(A,C,D) ≤ (A′, C′, D′)

A ⊆ t Disj (dom(C) ∪D,dom(t))

(A,C,D) ≤ t

A ⊆ A′ C ⊆ C′ D ⊆ D′

(A,C,D) ∈ I(A′,C′,D′)

A ⊆ t

(A, ∅, ∅) ∈ It

In Sect. 2.4, A, C, and D are represented by (+), (✓), and (−) marks in the
table. This DTOG is duplicable with ⊕ defined similarly to Sect. 4.1, but we shall
omit the discussion as we do not use dup for the domain.

Modified filter¬Done The modification to filter¬Done is straightforward. Now,
its view domain is DTOG (and thus filter¬Done ∈ Lens≤ DT DTOG). Its behavior
on strictly partially-specified states is changed: get and put now interconvert an
addition request A⊎C in DT and a pair of an addition request A and a completion
request C in DTOG, using the fact that A ∈ TasksOG and C ∈ TasksComp.

get filter¬Done (A ⊎ C,D) = (A,C,D) where A ∈ TasksOG, C ∈ TasksComp

put filter¬Done ( , (A,C,D)) = (A ⊎ C,D)

(The definition of filterApr1 ∈ Lens≤ DT DTDT is similar). The well-behavedness
of this version is proved similarly to the previous version.

5 Partial-State Lenses as an Operation-Based System

This section shows that we can encode updates as i-posets, providing a key
advantage of operation-based systems: fine-grained control on backward behavior.

5.1 State-Update Pairs

The basic idea to construct an i-poset is to pair updates with their origins, inspired
by the encoding of operation-based CRDTs into state-based CRDTs [45]. Let S
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be a set of (proper) states and U be a poset of updates.9 We assume that U has
a merge operator ⊕U that soundly implements the join in U , i.e., u1 ⊕U u2 = u
implies u1 ∨ u2 = u. We also assume that each u ∈ U can be interpreted as a
partial function JuK ∈ S ⇀ S, which intuitively represents the application of
the update. Let us define rans(u) = {s′ ∈ S | ∃u′. u ≤U u′, Ju′K(s) = s′}, which
intuitively denotes the set of possible results of u when the original state is s.
Then, we define an i-poset GS,U = (S ∪ (S × U),≤, I ), where ≤ and I are given
by:

u ≤U u′

(s, u) ≤ (s, u′) s ≤ s

s′ ∈ rans(u)

(s, u) ≤ s′
u ≤U u′

(s, u) ∈ I(s,u′) s ∈ Is

JuK(s) = s

(s, u) ∈ Is

Observe that ≤ is a partial order and I is a reflexive subset of (≤).
To support a ps-initiator, we then define (·) ∈ GS,U → S ⇀ S as: s · = s,

and (s, u) · s′ = JuK(s) if s = s′. The u-consistency and u-acceptability of this (·)
follow from the definitions of (·), (≤), and I .

Supporting dup on GS,U requires some additional structures. We first define
the merge operator ⊕S,U ∈ GS,U × GS,U ⇀ GS,U as below.

s⊕S,U s′ = s if s = s′ s′ ⊕S,U (s, u) = (s, u)⊕S,U s′ = s′ if s′ ∈ rans(u)
(s, u)⊕S,U (s′, u′) = (s, u⊕U u′) if s = s′

Let us say that ⊕U respects rans(−) if rans(u1) ∩ rans(u2) ⊆ rans(u) whenever
u1 ⊕U u2 = u. (The converse inclusion follows from the definition of rans(−).)

Lemma 7. GS,U is duplicable with the merge operator ⊕S,U if the following condi-
tions hold: (G1) ⊕U respects rans(−) for any s, (G2) ⊕U is total on {u′ | u′ ≤U u}
for any u, and (G3) ⊕U is total and closed on {u | JuK(s) = s} for any s. ⊓⊔

5.2 Eliminating States from Partially-Specified States

Pairing a state s with an update u is inefficient as updates are typically smaller
than states. Using ran(u) =

⋃
s rans(u) in the premise of u ≤ s′ makes ⊕S,U

unsound in general, as it violates (G1), which is also a necessary condition for
GS,U to be duplicable. However, this also means that s can be omitted if either
we will not use dup for GS,U , or ⊕S,U respects ran(u) =

⋃
s rans(u). The i-posets

DT and DTOG in Sects. 4.1 and 4.5 are examples of the latter kind. They deviate
slightly from the recipe; their I s are stricter than the recipe, and (A,D) · t is
total, while the recipe assumes the partiality of J(A,D)K.

6 Related Work

Partially-specified states have appeared in various forms in the bidirectional trans-
formation literature. The original lens formalization [12,13] uses Ω to represent
9 Unlike Ahman and Uustalu [2], Diskin et al. [11], we do not use a family of indexed

sets to model updates, because we focus on their merging and applications. Using
indexed sets makes the latter total, but merging is an intrinsically partial operation.
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unavailable sources. This use of Ω, however, can be replaced by other means, such
as the create function (e.g., [6,19]) which computes the updated source only from
the updated view. A bidirectional programming language HOBiT [37] adopts
partially-specified states for their treatment of value environments. Roughly
speaking, they interpret a term-in-context Θ ⊢ e : σ as a lens between value
environments of type Θ and values of type σ, where its put execution specifies
only the values of variables that occur in e. Such value environments, crucial
for interpreting compound expressions like (x, y) compositionally, can be seen as
partially-specified states; compound expressions can then be seen as a microscopic
form of multiple views. Their well-behavedness is compositional, partial-order
based, and similar to our weak well-behavedness except for their maximality
requirement, which ensures that their get can only involve proper states. They
have no law corresponding to ps-stability because their final source is essentially
discrete due to external update reflection. This difference would reflect where and
how partial specifiedness is allowed: in their framework, partially-specified states
are only permitted as value environments and used to interpret terms-in-context.
We also note their goal is to guarantee classical well-behavedness [12,13]; they
did not support view-to-view update propagation via source-sharing.

A similar idea appears in Mu et al. [40], where special tags are used to identify
updated parts. One form of tags is ∗v, which denotes that the part is updated
and gives it precedence in the put execution of their duplication lens. In this
sense, their ∗-ed values are more specified than ∗-less values. They also consider
tags for structural list updates: x +: xs and x −: xs mark insertion and deletion
of x, respectively.10 The general recipe (Sect. 5.1) can handle their tagged lists
with a slight modification. Since the origins of updates can be obtained from
their tagged lists, the tagged lists can be regarded as state-and-update pairs.
The ordering is then given by the backward behavior (say, merge) of their list
duplication, namely, x ≤ y ≜ (merge x y = y). A caveat is that we need to
distinguish a list as a proper state from that as a partially-specified state, and
appropriately restrict I so that merge becomes total on Is for a proper state s.
The removal of tags is performed by put of the ps-initiator.

In the field of databases, Hegner [17] discusses laws for bidirectionality that
refer to ordering. Unlike ours, his ordering intuitively represents insertions and
deletions. Even for the non-order-related subpart, the laws are much stronger than
the well-behavedness for classical lenses. Besides acceptability and consistency, he
also imposes conditions that make put transparent [16]: intuitively, any updates
can be undone, synchronization timing (invocation of put) is irrelevant (PutPut),
and whether put (s, v) is defined depends only on get s and v. By further requiring
conditions on ordering, Hegner [17] shows the uniqueness of put for a given get .

The general recipe for encoding updates in partially-specified states (Sect. 5.1)
provides us a basis for direct comparisons with other operation-based frameworks,
such as delta lenses [11], update-update lenses [2], and edit lenses [20]. A crucial
difference is that, in ours, both proper states and strictly partially-specified states

10 Originally, the symbols ⊕ and ⊖ are used [40]. We use different symbols to avoid
confusion with our use of ⊕.
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can be mixed and compared, while they are separated in these frameworks. This
is key to having ps-initiators, which purposely mix the two sorts of states (see the
extended version [31] for more details, where it shows that a naive extension of
delta lenses does not work). Update-update lenses [2] are a variant of delta lenses
that only translate updates backward. This design rules out domains that consist
only of strictly partially-specified states, such as CRDTs [3, 45], and weakens the
update preservation guarantee. For example, the difference between completion
and deletion on the ongoing view in Sect. 2.4 may be ignored by their lenses,
as their difference cannot be observed by comparing with proper states. Edit
lenses [20] allow lenses to have internal states, generalizing delta lenses. While
useful for both efficiency and expressiveness, such internal states would further
complicate the discussion of laws in our setting.

These operation-based frameworks require update translation to preserve
update compositions—a form of PutPut. Unlike the state-based case, this
requirement does not make lenses impractical. In our setting, however, the
preservation of composition in their sense is less meaningful, because the updated
view may differ from the view of the updated source. We might express our
operations in terms of compositions by treating u1 ≤ u2 as u2 = u1 # u for
some u, and defining the merge operator of updates by its pushout. Although
this view would give a form of PutPutin our setting, it would complicate the
formalization.

7 Conclusion

We introduced partial-state lenses, extending the classical lenses [12, 13] with
partially-specified states. Partially-specified states are partially ordered, providing
clear notions of update preservation and merging. This is crucial for handling
multiple views that share a source. A key advantage of this framework is its
support for compositional reasoning of order-aware well-behavedness, which is
strong enough to guarantee the preservation of the user’s updates.

A future direction is to discuss more primitives and combinators for various
datatypes, such as lists and finite maps. For lists, we would base our work on Mu
et al. [40]’s lists, as mentioned in Sect. 6. Another direction is to design a frontend
system so that users can express their intentions as partially-specified states. An
approach would be to connect the proposed framework to an Elm-like architecture,
providing a GUI to issue updates as partially-specified states. A third direction
is to provide a better programming interface, similarly to HOBiT [37] and its
embedded version [29, Section 6] for the classical lenses [12,13].
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Data Availability The accompanying artifact is available at https://doi.org/10.
5281/zenodo.18309769. It contains a prototype implementation of partial-state
lenses in Haskell for reproducing the behavior of the lenses discussed in Sects. 2
and 4, and a mechanized formalization of definitions and statements in this
paper. Their source code repositories are hosted at https://github.com/kztk-m/
ps-lenses-hs and https://github.com/kztk-m/ps-lenses-agda.
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